Visualising Domain Ontologies Using Mindmaps to Enhance Requirements Engineering
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Abstract

This paper sheds light on the relevance of domain ontologies in the contexts of Systems Engineering (SE) and Software Engineering (SwE), and in particular on their importance for the Requirements Engineering (RE) process in both contexts; and it explains both the importance of and obstacles to visualising ontology content in a meaningful way so that effective communications with stakeholders based on relevant domain ontologies can be greatly enhanced.

One powerful yet flexible way to visualise ontologies is by means of mind maps. However, the automatic data transfer between the owl format and a standardised mind map format that can be viewed and edited by commercial mind mapping tools had not been enabled until recently. The OntoREM MindMapper (OMM) tool was developed to bridge this gap between domain ontologies that are specified in OWL and mind mapping formats, in order to enhance the Ontology-driven Requirements Engineering Methodology (OntoREM). In addition to this primary goal of the OMM tool, it also enables the visualisation of any other ontology that is specified in line with the OWL notation, subject to compatibility with the used baseline of the OWL standard.
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1. Introduction

In many areas such as in the aerospace, pharmaceutical and medical, electronic consumer, e-commerce and logistics, as well as legal contexts, increasing numbers of experts have started to formally specify their domain knowledge to enhance knowledge transfer, avoid misunderstandings and increase re-usability of knowledge for multiple programs or projects. One very popular way to do this is by means of ontologies in the web ontology language (OWL) notation, which bears the advantage of being still readable by humans, albeit with the needed level of understanding of ontologies, while being processable by machines. In other words, the knowledge can be specified in a way that is at the same time understandable to humans and interpretable by machines. The latter is important for all different types of analyses and automatic exploitation of the knowledge stored, for example using inference engines.

In the field of philosophy, Gregory et al. defined ontology as “The study and description of ‘being’, or that which can be said to exist in the world” [10]. In more recent analytical philosophies, ontology is considered as the study of what is – in relation to existence. However, according to Swartout and Tate (1999), the term has been borrowed by the artificial intelligence community to define “A set of concepts or terms that can be used to describe some area of knowledge or build a representation of it” [18]. Another well-formed definition of ontology is the one given by Gruber (1993): “An ontology is an explicit specification of a conceptualization” [3, p. 1], where conceptualization refers to the abstract understanding of the part of the world (i.e. domain) that is to be described for some reason. According to Gruber (1993), the set of entities (i.e. universe of discourse) in a given domain and their relationships and attributes should be explicitly described in the ontology representing that domain, using a declarative formalism [4]. Gasevic et al. (2006) state that ontology can be seen as a representational vocabulary of a given domain, in which the domain terminology, vocabularies, axioms and concepts including their relations, constraints and taxonomy
and hierarchies are declared and explicitly defined [1].

However, not least due to the enormous richness of the information that can be stored in a domain ontology, currently domain ontologies are still difficult to visualise in a meaningful way. There is so much information available that any visualisation showing all information available would be unreadable. Only limited aspects of such ontologies can be meaningfully displayed, which requests users to make the right selections in terms of what should be displayed, and how. This means they have to be familiar with the content and structure of the domain ontology and with the suitable ontology editor and visualisation tool to make a reasonable pre-selection of what should be displayed.

One powerful yet flexible way to visualise ontologies is by means of mind maps, using one of the available mind mapping tools. However, the automatic data transfer between the owl format and a standardised mind map format that can be viewed and edited by such mind mapping tools has not been enabled until recently. The OntoREM Mind-Mapper (OMM) tool was developed to bridge this gap between domain ontologies that are specified in OWL and mind mapping formats, in order to enhance the Ontology-driven Requirements Engineering Methodology (OntoREM). Although the OMM tool was developed with a focus on building and maintaining domain ontologies including domain requirements following the OntoREM approach, it also enables the visualisation of any other ontologies that are specified in line with the OWL notation, albeit with certain limitations depending on the baseline of the OWL standard used to specify the ontology in question.

In the following, the paper will shed light on the relevance of ontology in the contexts of Systems Engineering (SE) and Software Engineering (SwE), and in particular the importance of ontology for the Requirements Engineering (RE) process in both contexts. Then, the concept of mind maps will be introduced and the advantages of ontology visualisation, specifically in mind map formats, will be explained. Finally, example visualisations of domain ontology in the context of knowledge-driven RE will be illustrated that were created applying the OMM tool.

2. Ontology in the Contexts of Systems Engineering and Software Engineering

The interest in ontology amongst computer scientists first began when developers and engineers became more interested in sharing and reusing knowledge across systems. One of the significant obstacles, which has been constantly facing systems and software engineers when sharing or reusing knowledge, is the lack of shared terms with explicit semantics [3]. More often than not, different systems use different terms and concepts to describe domains; they might even use different terms to describe the same piece of knowledge. For example, one system might use the term “United Kingdom” to refer to the UK, whereas another might use the term “Great Britain”. This has caused difficulties in holding a common shared understanding of all the concepts of a certain domain among software engineers or agents, let alone the disability to take some general knowledge out of one system and reuse it in another [18]. As a result the need for ontologies and their applications in computer science has increased and the idea of building universal ontologies that can act as underlying knowledge bases for various application systems has been adopted and encouraged by both software and systems engineers.

The primary purpose of such adoption is to allow developers of different systems to share and reuse a common reliable understanding of the domain at hand while explicitly defining the terms and concepts used in that domain [18]. In other words, ontology offers a formal systematic way to generate a general standard terminology for any given domain to be utilised amongst systems and software engineers as a validated knowledge database, which greatly enhances communications between developers of different systems and enables the sharing of knowledge between different software applications. In Systems Engineering (SE) and Software Engineering (SwE) developing ontologies is not a goal in itself. In fact, ontologies serve as knowledge repositories that are used to feed multiple systems.
and software agents when solving problems in associated domains [1].

What makes ontologies of such huge benefit in the fields of SE and SwE is that they are computer-processable. Since ontologies are specified using predefined standards such as OWL that are structured based on some logical formalism, they are readable, processable and understandable by the machine, which significantly improves knowledge transformation and sharing amongst software agents and hence enhances systems interoperability [10].

3. Ontology in the Requirements Engineering Process

Because of the arrival of the Semantic Web, ontologies have been used in different areas and for many reasons over the years. Recently, the applications of ontologies in SwE have been thoroughly studied and been popular because of two reasons: 1) ontologies assist semantic interoperability and 2) ontologies aid machine reasoning [4]. One SE and SwE discipline in which ontologies have been strongly involved is Requirements Engineering (RE).

Broadly speaking, there are obvious overlaps between what an ontology engineer does when defining domain knowledge and what a requirement engineer does when eliciting requirements from stakeholders [5]. Because of this, Breitman and Prado Leite (2003) tend to believe that the responsibility for developing and implementing ontologies belongs to requirements engineers, and they therefore classify the development process of ontologies as a sub-process of the whole RE process [2]. Figure 1 shows a diagram illustrating how ontologies can be reused to improve RE.

As Kotonya and Sommerville stated (1998), it is above all the elicitation activity of the RE process that needs to be further supported by the use of ontologies [11]. This is probably because of the nature of elicitation activities where a wide range of stakeholders who use various terms and come from different backgrounds and domains are involved in the process. The problem is that such stakeholders from diverse environments need to cooperatively work together, understand each other and communicate with the requirements engineer in order to elicit and structure the needed requirements [9]. Ontologies offer powerful solutions to this problem by providing formal connected knowledge bases that explicitly define all the different terminologies used by all the different stockholders.

Since they are structured using standardised languages such as OWL, ontologies have the benefit of explicitly modelling domain knowledge in a machine-readable format. This characteristic makes ontologies of great use for REs it enables tracing, managing, transferring and checking requirements and their correctness, completeness and consistency using decision and inference engines [5, 16]. In addition, it helps in deriving software specifications
Moreover, according to Castaneda et al. (2010), applying ontologies in RE significantly reduces the negative effects of [4]:

- Ambiguous requirements, which require repetitive work and hence cause time loss.
- Inadequate specifications, which lead to missing key requirements.
- Not fully explained requirements, which cause poor understanding and lead to optimistic expectations.
- Dynamic and changing requirements, which need regular revision in order to be understood and satisfied.

4. What is a Mindmap?

A mindmap can be seen as an organisational structure that radiates from a central concept using key words, numbers, branches, symbols, colours and images resulting in a graphical representation of one’s thoughts and ideas [3]. Put simply, mindmaps are graphical illustrations of thoughts and ideas based on the concept of Radiant Thinking: a term coined by Tony Buzan to describe the way the human brain processes information [3]. A typical mindmap would contain images, drawings, pictures, symbols, shapes and even words and letters formed as pictures.

In order to create a mindmap, one should start with a central topic or concept and then radiate the Basic Ordering Ideas (BOIs) (i.e. the first-level key topics) out from the topic of attention using different colours. After that one can start hierarchically expanding the BOIs using branches, sub-branches, keywords, symbols and drawings [3]. Every mindmap is infinite and can constantly branch off generating multiple associated mini mindmaps just like the human brain [3]. Figure 2 represents an example of a mindmap.

5. The Advantages of Ontology Visualisation

As mentioned above, the visualisation of ontologies, or rather aspects of ontologies that are of immediate concern, is at the same time difficult and essential in order to communicate with the many stakeholders in the RE process. Mindmaps are powerful graphical representations to visualise ontologies and such advanced visualisation is still not yet implemented in commercial software nor provided by ontology management GUIs such as Protégé. The lack of such advanced means to visualise ontologies is one of the reasons that have made ontology databases relatively less acceptable by business stakeholders and non-technical managers. On the other hand, mind-
mapping techniques have been used in a wide range of disciplines, by all kind of users: expert and non-expert users, and supported by a number of highly advanced and powerful software tools.

OWL ontologies usually hold all the required knowledge of the domains they represent. They specify the essential domain knowledge, including the domain concepts, concerns, elements, relationships etc. Domain ontologies tend to keep evolving during their development lifecycle and they are constantly changed by domain experts to correctly reflect the domain knowledge and hence hold accurate, complete and shared understanding of the domain at hand. Using an Ontology Editor, such as Protégé, makes the gathering, updating, validating and tracing of the knowledge of the domain at hand very difficult and challenging. This is where mindmaps become of high importance and provide useful solutions for visualising the gathered domain ontology, in particular those aspects that have to be communicated to and discussed with relevant stakeholders.

This allows domain experts to easily capture and share the big picture of what has been defined in the ontologies while enabling them to instantly dig deeper for more specific details as needed. In addition, mindmaps provide much more convenient means to update and validate the previously collected domain knowledge with the relevant stakeholders as they simplify the complexity found in OWL ontologies and the existing editors, such as Protégé, by graphically visualising all the links and connections between all the ontology elements, including the classes, subclasses, and associated data type and object properties.

Moreover, mindmaps are formidable communication tools that are easily understood and exchanged by non-technical managers and non-expert teams, which encourage domain experts and stakeholders to participate in a very effective way during the ontology development process of the domain at hand. In addition, mindmaps stimulate the human brain and hence increase the ability to brainstorm, memorise, organise and share domain knowledge and ideas, which is not the case when using ontology editors. This especially facilitates the validation and verification of the gathered domain knowledge with the relevant stakeholders and domain experts.

Furthermore, mindmaps reduce the potential of misinterpreting the concepts of the domain at hand by fostering validated understanding of the domain terminology amongst all the stakeholders involved before importing the developed ontologies into the OWL ontology files. They also significantly decrease the time needed to discover and repair any misunderstanding in the gathered knowledge as they efficiently assist in visualising the domain concepts and their relationships, picturing together all the connections between ontology elements, linking all the defined instances to their associated classes and properties, showing the dependency between the defined classes, properties and instances, representing the big picture of the class hierarchies and allowing to trace the gathered knowledge back and forth to its related high-level concepts. Figure 3 contrasts two representations of an example domain ontology, one in the ontology editor Protégé (left) [17] and one using a mind map format provided by the MindManager tool (right) [12].

Figure 3: This diagram contrasts the OntoREM domain ontology metamodel shown in both Protégé [17] and MindManager [12]
6. An Example of an Ontology Mindmap from the Context of ontology-driven RE

OntoREM is a novel Ontology-driven Requirements Engineering Methodology that essentially depends on a knowledge-driven, as opposed to merely process-driven, approach to RE [10]. OntoREM is a comprehensive ontology that includes knowledge from the RE domain as well as validated knowledge about the problem and solution domains at hand. A reverse engineering process was applied to the OntoREM methodology and its associated processes and ontologies in order to map the OWL elements used in OntoREM to corresponding mind-mapping elements. This was achieved by defining a set of information transformation rules for deriving mind maps that correspond with aspects of the underlying OntoREM ontologies. Table 1 describes the mapping of the elements from the OntoREMMetamodel ontology and how they will be represented in the mind map format.

<table>
<thead>
<tr>
<th>Generated Elements (Mindmaps)</th>
<th>Mapping Concepts (Ontology)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ProblemSpaceGeneralConcern</strong></td>
<td>A rounded-rectangle with turquoise fill colour indicates a class</td>
</tr>
<tr>
<td><strong>hasDestinationOfAction</strong></td>
<td>A hexagon with pale yellow fill colour indicates a datatype property</td>
</tr>
<tr>
<td><strong>givesRiseTo</strong></td>
<td>An oval with pale yellow fill colour indicates an object property</td>
</tr>
<tr>
<td><strong>AOW_EconomicAspects</strong></td>
<td>A bold blue font with no shape indicates an instance</td>
</tr>
<tr>
<td><strong>OntoREMRequirement</strong></td>
<td>A normal black font with no shape indicates a property value</td>
</tr>
<tr>
<td><img src="check.png" alt="Transitive" /></td>
<td>The red-check icon indicates that whatever follows it is selected</td>
</tr>
<tr>
<td><img src="yellow-circle.png" alt="Domain" /></td>
<td>A yellow circle named Domain indicates domains of properties</td>
</tr>
<tr>
<td><img src="yellow-circle.png" alt="Range" /></td>
<td>A yellow circle named Range indicates ranges of properties</td>
</tr>
</tbody>
</table>

Table 1: The defined mapping for visualising OntoREM Ontologies using mind maps

The defined set of transformation rules was implemented in the OMM tool (OntoREMMindMapper), to automatically visualise the OntoREM ontology by generating corresponding ontology mindmaps. Figure 4 shows the structure and relationships used to visualise ontology by means of mind maps and explains the four levels that correspond to the classes (first level), instances of classes (second level), object and data type properties (third level), as well as the selected property values (fourth level) taken from the domain ontology.
Figures 5 and 6 show high-level partial views of the OntoREM Metamodel ontology – using the examples of the hierarchy of classes and the object properties that are defined in the Metamodel ontology.
7. Conclusion

The paper shed light on the relevance of domain ontologies in the contexts of Systems Engineering (SE) and Software Engineering (SwE), and in particular on their importance for the Requirements Engineering (RE) process in both contexts. Then, the concept of mind maps was introduced and the advantages of ontology visualisation explained, in particular in mind map formats. Finally, example visualisations of domain ontology in the context of knowledge-driven RE were shown that were created by means of the OMM tool (OntoREM MindMapper).

Due to the enormous richness of the information that can be stored in domain ontologies, they are still difficult to visualise in a meaningful way. There is so much information available that any visualisation showing all the information would be unreadable. Only limited aspects of such ontologies can be meaningfully displayed, which requests users to make the right selections in terms of what should be displayed, and how. This means they have to be familiar with the content and structure of the domain ontology and with the suitable ontology editor and visualisation tool to make a reasonable pre-selection of what should be displayed.

One powerful yet flexible way to visualise ontologies is by means of mind maps, using one of the available mind mapping tools. However, the automatic data transfer between the owl format and a standardised mind map format that can be viewed and edited by such mind mapping tools had not been enabled until recently. The OntoREM Mind-Mapper (OMM) tool was developed to bridge this gap between domain ontologies that are specified in OWL and mind mapping formats, in order to enhance the Ontology-driven Requirements Engineering Methodology (OntoREM).

Although the OMM tool was developed with a focus on building and maintaining domain ontologies including domain requirements following the OntoREM approach, it also enables the visualisation of any other ontologies that are specified in line with the OWL notation, albeit with certain limitations depending on the baseline of the OWL standard used to specify the ontology in question.

This research significantly contributed to bridging the gap between human thinking and machine processing in developing and maintaining domain knowledge including domain requirements. The important role of ontology visualisation in order to address the complexity behind ontology repositories was explained. By providing graphical mind map based representations that provide accurate views on
specific relevant aspects of complex ontologies in a more organised and readable manner, it is possible to significantly facilitate communications between knowledge analysts/engineers and domain experts/stakeholders during the development and maintenance of domain knowledge.

References


