Positive definite kernels for identification and equalization of Indoor Broadband Radio Access Network
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Abstract: We consider a transmission system, where the transmitted symbols are subject of inquiry. The kernels-based algorithms are of great importance to many problems. The channel identification and equalization operate by a proposed algorithm based on positive kernel method for multi-carrier code division multiple (MC-CDMA) system. Two practical selective frequency fading channels are considered; they are called broadband radio access network (BRAN A and BRAN B) normalized by ETSI. To conceive the proposed algorithm, we focused on the positive definite kernels. Numerical simulations show that the algorithm confirms the good performance for different Signal to Noise Ratio (SNR). We use zero forcing (ZF) and minimum mean square error (MMSE) equalizers for the equalization MC-CDMA system.
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1. Introduction

Several studies using different techniques have identified the finite impulse response (FIR) channel [6]. Some classes of algorithms for channel estimation are based on the iterative strategy while other ones focus on the structural methods of the received observation [5, 33, 19, 1]. Many developed algorithms have led to significant results in the identification problem in Single-Input Single-Output (SISO). [26] and [24] exploited the techniques based on Higher Order Statistics (HOS) for channel identification and equalization in a scenario where the input of the channel was not available for processing at the receiver. [15] concentrated on supervised equalization of a Single-Input Single-Output (SISO) linear communication channel using generalized orthogonal basis (GOB).

Recently, the machine learning community has shown great interest in kernel methods where the first use is the exploitation of the Support Vector Machine (SVM) in [32]. Moreover, several studies considered kernel-base algorithms [20, 4, 31, 21, 30].

To evaluate the efficiency of the algorithm, we propose measured frequency selective fading channel, the so-called Broadband Radio Access Network (BRAN). These channel models have been standardized by ETSI in the BRAN project ([17] and [8]), whose aim was to define the physical layer and control systems HIPERLAN/2 wireless local area network broadband. This standard is based on the use of a 20MHz band allocated to a carrier frequency of \( f_c = 5.2 \text{ GHz} \). Each model consists of \( N = 18 \) targets whose amplitude delays \( \tau_i \) following an exponential decay for each target \( i \). This standardization is five scenarios of propagation. These define the interior propagation phenomena building up environments in open areas.

The goal of this paper is to propose an algorithm based on kernel positive method. This algorithm allows estimating the impulse response of the channel model BRAN A and B. In the equalization section, we performed the received data for signal-carrier MC-CDMA systems by ZF and MMSE equalizers.

2. Problem Statement

We propose the transmission of i.i.d zero-mean symbols with unit energy, across a linear, discrete, time-invariant finite impulse response (FIR) channel drive by input symbols (Fig.1).

The following Eq.(1) describes the output \( x(n) \) which it represents the convolution product:

\[
x(n) = h_p * s(n) = \sum_{i=0}^{p} h(n) s(n-i)
\]
where \( h_p = [h(1), h(2), \ldots, h(P)] \) represents the impulse response coefficients of Non-minimum phase (NMP) channel and \( P \) order of FIR system.

In noisy environment case, the output system is affected by an additive white Gaussian noise with \( E\{w^2(n)\} = \sigma^2 \). The observed output at the receiver \( \{r(n)\} \) is given by:

\[
r(n) = x(n) + w(n) \quad (2)
\]

The input sequence, \( \{s(n)\} \), is independent and identically distributed (i.i.d) zero mean and non-Gaussian. The system is causal, i.e \( h(n) = 0 \) for \( i \leq 0 \) and \( i \geq P \), where channel identification problem is to estimate \( h_p \) only from the received observation \( r(n) \).

![Channel model](image)

**Figure 1: Channel model.**

### 3. Kernel Methods

Kernel methods have recently been developed in the Machine Learning Community. They are powerful techniques based on nonlinear transformation of the data \( x \) living in a space \( X \) into a high dimensional reproducing kernel Hilbert space \( \mathcal{H} \) (RKHS) through a non-linear map \( \phi \) where the transformed data \( \phi(x) \) is linearly separable. In this feature space, inner products can be calculated by using a positive definite kernel function satisfying Mercer’s condition [32]:

\[
k(x, x') = \langle \phi(x), \phi(x') \rangle.
\]

The main idea, known as the "kernel trick", allows working in feature space by replacing all inner products with kernels in the input space. Gaussian kernel is the most widely used Mercer kernel.

\[
k(x, x') = \exp \left( \frac{-|x-x'|^2}{2\sigma^2} \right), \quad (3)
\]

where \( \sigma \) is the kernel width.

Providing a number of samples of \( N \) input-output data pairs \( \{x(n), d(n)\} \) where \( n = 1, \ldots, N \). The cost function to be minimized is based on kernel ridge regression [27] Eq. (4):

\[
J = \sum_{n=1}^{N}[r(n) - \Phi(s(n))]^2 + c w^T w \quad (4)
\]

where \( c \) is a Tikhonov regularization constant. Note that \( w \) is not calculated in the high-dimensional feature space. Fortunately, the Representer Theorem allo w \( w \) to be obtained as a kernel expansions in terms of transformed data

\[
\Phi(x(n)) \quad \text{We used a portion of the data as a training sequence to calculate} \quad w \quad \text{using the kernel trick and also reduce computational complexity.}
\]

\[
w = \sum_{m=1}^{M} \alpha_m \Phi(x'_m) \quad (5)
\]

The matrix notation is obtained from Eq. (4) and Eq. (5).

\[
J = \|r - K\alpha\|^2 + c\alpha^T K\alpha, \quad (6)
\]

Where \( K \) is the kernel matrix and \( \alpha = (K^* K + c K_p)^{-1} K^* r \).

### 4. Proposed Algorithm

Consider the output \( r(n) \) of the system in Fig. 1:

\[
r(n) = h(n) * f(x(n)) + w(n) \quad (7)
\]

Where \( h = \[h(1), h(2), \ldots, h(p)\] \) represents the channel impulse response with memory \( p \) and the operator * refers to the convolution.

In order to identify the channel parameters, we propose to minimize the cost function:

\[
J = \|r - h \ast K\alpha\|^2 + c \alpha^T K\alpha + c_h h^T h \quad (8)
\]

Where \( c_h \) and \( c_h h \) are constants. However, it is possible to obtain the coefficients \( \hat{\alpha} \) if the estimated parameters \( \hat{h} \) were available. The term \( c_h h^T h \) can be eliminated because it does not affect the minimization of Eq. 8. By doing so, the cost function can be written as:

\[
J_a = \|r - h \ast K\alpha\|^2 + c \alpha^T K\hat{\alpha} \quad (9)
\]

The proposed algorithm that can identify the channel parameters is as follows:

**Step 1:** Generate the kernel matrix \( K \) and initialize \( \hat{h} \) by the Eq. (10)

\[
\hat{h} = (X^T X + c_h I)^{-1} X^T r \quad (10)
\]

where \( X \) contains vectors of the data \( x(n) \).

**Step 2:** As the cost function \( J \) isn’t converged, we update each iteration \( K_h \) and \( \hat{\alpha} \) by Eq. (11) and (Eq.12) respectively:

\[
K_h = \hat{h} \ast K \quad (11)
\]

we introduce \( \alpha \) by:

\[
\hat{\alpha} = (K_h^* K_h + c \alpha^T K_h)^{-1} K_h^* r \quad (12)
\]

**Step 3:** Still within the current iteration, we obtain the value of \( K_a = K \hat{\alpha} \) and the estimated parameters \( \hat{h} \) as follows:
The time-frequency equivalence allows the modeling of the channel in the frequency domain by a set of $N_c$, $h_p$ coefficient, equal to $\rho_p e^{j\phi_p} s$, assigning each subcarrier $p$, independent and constant over the duration of a symbol $T_s + T_g$.

Finally, to facilitate the introduction of different detection techniques, we take $L_c$ equal to $N_c$. Thus, after filtering, the baseband transposition, sampling and removing the guard interval, the expression of an MC-CDMA received symbol can be written as [29]:

$$r = HCx + w$$  \hspace{1cm} (17)

where $r$ denotes a vector consisting of the received values for each subcarrier:

$$r = [r_0, ..., r_{N_c-1}]$$  \hspace{1cm} (18)

The matrix $H$ is the matrix of the size of the channel coefficients $N_c \times N_c$. The assumptions previously made on the correct size of the system allow considering this as a diagonal matrix:

The time-frequency equivalence allows the modeling of the channel in the frequency domain by a set of $N_c$, $h_p$ coefficient, equal to $\rho_p e^{j\phi_p} s$, assigning each subcarrier $p$, independent and constant over the duration of a symbol $T_s + T_g$.

Finally, to facilitate the introduction of different detection techniques, we take $L_c$ equal to $N_c$. Thus, after filtering, the baseband transposition, sampling and removing the guard interval, the expression of an MC-CDMA received symbol can be written as [29]:

$$r = HCx + w$$  \hspace{1cm} (17)

where $r$ denotes a vector consisting of the received values for each subcarrier:

$$r = [r_0, ..., r_{N_c-1}]$$  \hspace{1cm} (18)

The matrix $H$ is the matrix of the size of the channel coefficients $N_c \times N_c$. The assumptions previously made on the correct size of the system allow considering this as a diagonal matrix:

$$H = \begin{bmatrix} h_0 & 0 & \cdots & 0 \\ 0 & h_1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & h_{N_c-1} \end{bmatrix}$$  \hspace{1cm} (19)

$C$ represents the matrix of the spreading codes. The spreading operation can be represented as the multiplication...
of the matrix \(C\) by the vector \(d\) which is the data of each user. Therefore, we have:

\[
C = \begin{bmatrix}
C_0 & \cdots & C_{N_u-1}
\end{bmatrix} = \begin{bmatrix}
C_{0,0} & C_{0,1} & \cdots & C_{0,N_u-1} \\
C_{1,0} & C_{1,1} & \cdots & C_{1,N_u-1} \\
\vdots & \vdots & \ddots & \vdots \\
C_{k_u-1,0} & C_{k_u-1,1} & \cdots & C_{k_u-1,N_u-1}
\end{bmatrix}
\tag{20}
\]

\[C_j = [C_{0,j}, C_{1,j}, \ldots, C_{(k_u-1),j}]\]

and \(d = [d_0, \ldots, d_{N_u-1}]\)

The vector \(w\) represents the \(N_c\) components of the noise affecting each subcarrier and can be modeled as Gaussian process additives.

In reception, we have the detectors under study based on the use of an equalization stage, the monitoring of despreader operations of the user sequence considered, and finally the binary demodulation. The performance achieved with multi-user detectors is better than that of single-user detectors, we consider first the single-user detectors to understand the principle of multi-user detectors better.

### 5.1. Techniques of single-user equalization for the system MC-CDMA

Single-user detectors consider only the active user signal; other users are considered as scramblers [28, 11, 22, 25]. Single-user detectors are conventionally encountered and use a linear equalization structure consisting of an equalizer into an outlet. Using the matrix notation above, it is possible to express \(G\), the diagonal matrix made of the equalization coefficients \(g_p\):

\[
G = \begin{bmatrix}
g_{0} & 0 & \cdots & 0 \\
0 & g_{1} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & g_{N_u-1}
\end{bmatrix}
\tag{21}
\]

After equalization and spreading according to the user sequence considered \(C_j\), the estimate of the transmitted symbol can be expressed as:

\[
\hat{d}_j = c_j^* \hat{x} = c_j^* Gr
\]

\[
= c_j^* G(HeCx + w)
\tag{22}
\]

Therefore

\[
\hat{d}_j = \sum_{p=0}^{N_u-1} C_{p,j}^2 g_p h_p x_j
\]

\[
+ \sum_{q=0}^{N_u-1} \sum_{p=0}^{N_u-1} C_{p,q} C_{p,q} g_p h_p x_q
\]

\[
+ \sum_{p=0}^{N_u-1} C_{p,j} g_p w_p
\tag{23}
\]

In this formula (eq. 23), there are three parts. The first part forms the useful signal or data received from the current user. The second part represents multiple access interference (MAI) and is generated by the jammers. The last part of the expression is the additive white Gaussian noise weighted spreading code of the user in question and the equalization coefficient applied to each subcarrier. There are various techniques of single-user detection that can be implemented such as Maximum Ratio Combining, Equal Gain Combining, Orthogonality Restoring Combining and Minimum Mean Square Error [9]. Here, we describe the main ones.

### 5.2. Orthogonality Restoring Combining or Zero Forcing Algorithm

This is called zero-forcing algorithm. As in the equalization the algorithm seeks to avoid interference from other transmitters without worrying about the consequences of noise; that is, at the cost of the degradation of the SNR [23].

The equalization coefficient applied to each subcarrier is given by Eq. (24) as shown in Fig. 3:

\[
g_p = \frac{1}{h_p}
\tag{24}
\]

with \(h_p \neq 0\).

![Figure 3 : Block diagram channel with zero-forcing equalizer](image)

In this case, the expression of \(\hat{d}_j\) estimate becomes:

\[
\hat{d}_j = \sum_{p=0}^{N_u-1} C_{p,j}^2 g_p h_p x_j
\]

\[
+ \sum_{q=0}^{N_u-1} \sum_{p=0}^{N_u-1} C_{p,q} C_{p,q} g_p h_p x_q
\]

\[
+ \sum_{p=0}^{N_u-1} C_{p,j} g_p w_p
\tag{25}
\]

The use of orthogonal spreading codes to the levels of the transmitter guarantees that:
\[
\sum_{x=0}^{L-1} C_{s,j} \sum_{p=0}^{N_c} C_{p,j} = 0, \forall j \neq q
\] (26)

From Eq. (25), the second term of the expression corresponding to the term of MAI is canceled. The expression then becomes:

\[
\hat{x}_j = \sum_{p=0}^{N_c-1} C_{p,j} x_j + \sum_{p=0}^{N_c-1} C_{p,j} \frac{1}{h_p} w_p
\] (27)

The performance of this technique that restores the orthogonality of spreading codes will therefore be independent of the number of users. Its defect is the amplification of the white noise term during deep fades when \( h_p \) tends to 0. In this case, the amplified noise on some carriers will degrade the overall system performance. To make up for this, it is possible to apply this technique to a certain threshold \( \alpha \).

For amplitudes below this threshold, a fixed value is used \( g_p \):

\[
g_p = \begin{cases} 
\frac{1}{h_p} & \text{if } |h_p| > \alpha \\
\varepsilon & \text{if } |h_p| \leq \alpha
\end{cases}
\] (28)

5.3. Minimum Mean Square Error

The MMSE technique achieves a compromise between minimizing multiple access interference and maximizing the signal to noise ratio [3, 17, 2]. Thus, as the name suggests, the technique aims to minimize the mean square error value for each subcarrier between the transmitted signal and the equalized signal. This leads to the expression of the coefficients \( g_p \):

\[
g_p = \frac{h_p^*}{|h_p|^2 + \frac{1}{\xi_p}}, \quad \text{with } \xi_p \neq 0
\] (29)

Considering that the signal is independent of the noise, and assuming that the channel power is normalized \( \xi_p[|h_p|^2] = 1 \), the SNR per subcarrier becomes equal to:

\[
\xi_p = \frac{\xi_p[|x_p|^2]}{\xi_p[|w_p|^2] \xi_p[|h_p|^2]^{-1}}
\] (30)

The estimated received symbol, of symbol \( \hat{d}_j \) of user \( j \) is obtained by Eq. (31):

\[
\hat{d}_j = \sum_{p=0}^{N_c-1} C_{p,j}^2 \frac{h_p^2}{|h_p|^2 + \frac{1}{\xi_p}} d_j
\] (31)

We assume that the spreading codes are orthogonal to the levels of the transmitter, i.e.,

\[
\sum_{p=0}^{N_c-1} C_{p,j} C_{q,p}, \forall j \neq q
\] (32)

The Eq. (31) decreases as follows:

\[
\hat{d}_j = \sum_{p=0}^{N_c-1} C_{p,j} \frac{h_p^2}{|h_p|^2 + \frac{1}{\xi_p}} w_p
\] (33)

6. Simulation results

In this section, we present some simulation results to show the performance of the proposed algorithm. The normalized mean square error is used to measure the accuracy of the estimated values as noted in Eq. (34).

\[
NMSE(h, \hat{h}) = \frac{1}{P} \sum_{i=1}^{P} \left( \frac{h(i) - \hat{h}(i)}{h(i)} \right)^2
\] (34)

The BRAN radio channels are considered to illustrate the performance of the impulse response estimation and the strength of equalizers at the equalization part in the second experiment.

6.1. BRAN radio channels identification

We are particularly interested in two models BRAN A (inside, closed area) and BRAN B (indoor, open area). The following Eq. (35) describes the impulse response \( h(n) \) of BRAN radio channel.

\[
h(n) = \sum_{i=0}^{N} h_i \delta(n - \tau_i)
\] (35)

In Tables 1 and 2, we present the values corresponding to BRAN A and BRAN B radio channels impulse response [12].
Table 1: Delay and magnitudes of 18 targets of BRAN A radio channel

<table>
<thead>
<tr>
<th>Delay $\tau_i$ [ns]</th>
<th>Mag.[dB]</th>
<th>Delay $\tau_i$ [ns]</th>
<th>Mag.[dB]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>90</td>
<td>-7.8</td>
</tr>
<tr>
<td>10</td>
<td>-0.9</td>
<td>110</td>
<td>-4.7</td>
</tr>
<tr>
<td>20</td>
<td>-1.7</td>
<td>140</td>
<td>-7.3</td>
</tr>
<tr>
<td>30</td>
<td>-2.6</td>
<td>170</td>
<td>-9.9</td>
</tr>
<tr>
<td>40</td>
<td>-3.5</td>
<td>200</td>
<td>-12.5</td>
</tr>
<tr>
<td>50</td>
<td>-4.3</td>
<td>240</td>
<td>-13.7</td>
</tr>
<tr>
<td>60</td>
<td>-5.2</td>
<td>290</td>
<td>-18</td>
</tr>
<tr>
<td>70</td>
<td>-6.1</td>
<td>340</td>
<td>-22.4</td>
</tr>
<tr>
<td>80</td>
<td>-6.9</td>
<td>390</td>
<td>-26.7</td>
</tr>
</tbody>
</table>

Table 2: Delay and magnitudes of 18 targets of BRAN B radio channel

<table>
<thead>
<tr>
<th>Delay $\tau_i$ [ns]</th>
<th>Mag.[dB]</th>
<th>Delay $\tau_i$ [ns]</th>
<th>Mag.[dB]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-2.6</td>
<td>230</td>
<td>-5.6</td>
</tr>
<tr>
<td>10</td>
<td>-3.0</td>
<td>280</td>
<td>-7.7</td>
</tr>
<tr>
<td>20</td>
<td>-3.5</td>
<td>330</td>
<td>-9.9</td>
</tr>
<tr>
<td>30</td>
<td>-3.9</td>
<td>380</td>
<td>-12.1</td>
</tr>
<tr>
<td>50</td>
<td>0</td>
<td>430</td>
<td>-14.3</td>
</tr>
<tr>
<td>80</td>
<td>-1.3</td>
<td>490</td>
<td>-15.4</td>
</tr>
<tr>
<td>110</td>
<td>-2.6</td>
<td>560</td>
<td>-18.4</td>
</tr>
<tr>
<td>140</td>
<td>-3.9</td>
<td>640</td>
<td>-20.7</td>
</tr>
<tr>
<td>180</td>
<td>-3.4</td>
<td>730</td>
<td>-24.6</td>
</tr>
</tbody>
</table>

6.1.1. Channel Impulse Response Estimation of BRAN A

Fig. 4 presents the estimated magnitude and phase response of BRAN A channel using the proposed algorithm, when $SNR = 16\,dB$ and the data length $N = 1024$. The simulation results show that the magnitude impulse response of BRAN A channel is closer to the real ones when the sample size $N = 2048$ and $SNR = 16\,dB$.

Fig. 4 displays the BRAN A impulse response for $N = 2048$ as estimated by the proposed algorithm. Concerning the estimation of BRAN A channel impulse response for input symbols size $N = 2048$ and $SNR = 16\,dB$, we obtain a small difference between the estimated and the measured ones. Therefore, the proposed algorithm is closer to the performance in noisy environments.

6.1.2. Channel Impulse Response Estimation of BRAN B

Seeing that BRAN B radio channel is also composed of $N_T = 18$ parameters (Table 2) and to examine the performance of the proposed algorithm by fixing the length of the source data at $N = 2048$ and $SNR = 16\,dB$ as shown in Fig. 5.

Once again, we notice that the algorithm is similar to BRAN B channel impulse response, which is approximately close to the true one.

6.1.3. Estimation of the BRAN B radio channel impulse response for a $SNR = 16\,dB$ and a data length $N = 2048$

In Fig. 6, we consider the unfavorable conditions, i.e small data ($N = 256$) the signal to noise ratio ($SNR = 0\,dB$), of the impulse response estimation using the proposed algorithm. When the output channel is more affected by the noise, i.e $SNR = 0\,dB$, we estimate the magnitude impulse response.
Figure 6: Estimation of the BRAN B radio channel impulse response for a $SNR = 0 dB$ and a data length $N = 256$.

In troublesome conditions ($N = 256$ and $SNR = 0 dB$), the obtained results are displayed in Fig. 6. We see that even if the two curves are not identical, they follow the same pace. We conclude that the proposed algorithm typically gives low state NMSEs (NMSE=0.059).

We conducted experiments on three different data sets. For every experiment, we vary the signal of noise ratio ($SNR = 0, 16, 32 dB$) and measure the NMSE. The result is summarized in Table 3.

### Table 3: NMSE of BRAN channel Estimation for Different Samples N and Different SNR

<table>
<thead>
<tr>
<th>BRAN</th>
<th>N</th>
<th>SNR [dB]</th>
<th>NMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>BRAN A</td>
<td>512</td>
<td>0</td>
<td>5.6197 $10^{-3}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>16</td>
<td>6.3476 $10^{-5}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>32</td>
<td>3.0922 $10^{-6}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>1.1112 $10^{-3}$</td>
</tr>
<tr>
<td></td>
<td>1024</td>
<td>16</td>
<td>6.7013 $10^{-5}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>32</td>
<td>5.6249 $10^{-7}$</td>
</tr>
<tr>
<td></td>
<td>2048</td>
<td>0</td>
<td>1.5682 $10^{-3}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>16</td>
<td>1.8775 $10^{-5}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>32</td>
<td>3.3156 $10^{-7}$</td>
</tr>
<tr>
<td>$2^{16} \approx \infty$</td>
<td>0</td>
<td>2.2752 $10^{-5}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>16</td>
<td>2.6777 $10^{-6}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>32</td>
<td>4.1335 $10^{-8}$</td>
</tr>
<tr>
<td>BRAN B</td>
<td>512</td>
<td>0</td>
<td>6.5659 $10^{-4}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>16</td>
<td>2.7093 $10^{-5}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>32</td>
<td>2.1940 $10^{-6}$</td>
</tr>
<tr>
<td></td>
<td>1024</td>
<td>0</td>
<td>6.7983 $10^{-3}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>16</td>
<td>1.4589 $10^{-5}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>32</td>
<td>1.0790 $10^{-6}$</td>
</tr>
<tr>
<td></td>
<td>2048</td>
<td>0</td>
<td>2.1371 $10^{-4}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>16</td>
<td>1.8266 $10^{-5}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>32</td>
<td>3.5038 $10^{-7}$</td>
</tr>
<tr>
<td>$2^{16} \approx \infty$</td>
<td>0</td>
<td>1.9838 $10^{-3}$</td>
<td></td>
</tr>
</tbody>
</table>

Table 3 presents the NMSE between the measured channel and the estimated BRAN A channel and BRAN B channel by proposed algorithm. Averages are taken over 100 independent Monte-Carlo simulations. The results indicate that the NMSE values obtained are low in serious noise cases such as $SNR = 0 dB$.

### 6.2. Equalization Performance for MC-CDMA System

In this part we evaluate the performance of the MC-CDMA systems, using the proposed algorithm for different conditions and different input signals characteristics. Random digital sequence in binary form $[0,1]$ is generated and BPSK modulation is performed on digital data. Consider a channel affected by AWGN noise so the bit error rate (BER), defined as the frequency of errors in average bit over the number of Monte Carlo runs, has been used as performance MC-CDMA.

#### 6.2.1. MMSE and ZF Equalizers: The Case of BRAN A Channel

The zero forcing (ZF) equalization technique is applied for varying SNR from 4 $dB$ to 40 $dB$ and BER is calculated (See Fig. 7). Then, comparison is made with theoretical BER. Next, count number of bit errors for different SNR values. Afterwards, we performed MMSE equalization technique for different tap-lengths and calculated BER (See Fig. 8). Last, the comparison of BER of MMSE, ZF and theoretical value is done.

The obtained BER values using ZF and MMSE equalizers are Fig. 7 and 8 respectively. We include the results for BER simulation for varying SNR which demonstrate that the estimated values are closer to the measured ones. In the case of BRAN A radio channel, we noted that the MMSE equalizer is better than the ZF method.
6.2.2. MMSE and ZF Equalizers: The case of BRAN B Channel

We calculated the BER of different SNR using the real and estimated BRAN A channel and we compared the performance of ZF equalizer to the performance of MMSE equalizer shown in Fig. 9 and 10 respectively.

In Fig. 9 and 10, we notice that the equalization gives approximately the same results obtained using the measured BRAN B values. Therefore, if $SNR = 24\, dB$, BER is less than $10^{-3}$, but using the MMSE technique, it is less than $10^{-4}$.

7. Conclusion

In this paper, we introduced an algorithm based on kernel positive methods. It is used to estimate channel parameters for MC-CDMA systems. The numerical results present the accuracy of the proposed algorithm for the magnitude and the phase estimation of the impulse response channel (Proakis channels, BRAN A and BRAN B) in noisy environments and as well as in small length of samples. In the part of the equalization of downlink (MC-CDMA) Systems, we have obtained good results of BER values.

Future research should focus on the performance of algorithms considered in others scenarios such as the numbers of user memory, calculating time.
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